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https://amturing.acm.org/ 

Alan Turing (1912-1954) 
Father of Computer Science 
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Introduction 

• How Deep Learning Works? 
• Deep Learning Computation Procedure 
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Deep Learning Model Setup 

• MLP, CNN, RNN, GAN, or Customized 

• # Hidden Layers, # Units, Input/Output, … 

• Cost Function / Optimizer Selection 

Training (with Large-Scale Dataset) 

• Input: Data, Output: Labels 

• Learning  Weights Updates for Cost 

Function Minimization 

 

Inference / Testing (Real-Word Execution) 

• Input: Real-World Input Data 

• Output: Interference Results based on 

Updated Weights in Deep Neural Networks 

Input Output Multi-Layer Perceptron (MLP) 

Non-Linear Training (Weights Updates) for 

Cost Minimization: GD, SGD, Adam, etc.  



Professor Joongheon Kim (CSE@CAU) 
https://sites.google.com/site/joongheonkim/  

딥러닝 개요 및 주요 모델 
(Deep Learning Basics and Representative Models) 

Introduction 

• How Deep Learning Works? 
• Deep Learning Computation Procedure 

 

5 

Deep Learning Model Setup 

• MLP, CNN, RNN, GAN, or Customized 

• # Hidden Layers, # Units, Input/Output, … 

• Cost Function / Optimizer Selection 

Training (with Large-Scale Dataset) 

• Input: Data, Output: Labels 

• Learning  Weights Updates for Cost 

Function Minimization 

 

Inference / Testing (Real-Word Execution) 

• Input: Real-World Input Data 

• Output: Interference Results based on 

Updated Weights in Deep Neural Networks 

Input Output MLP 

INPUT: Data 

• One-Dimension Vector 

 

OUTPUT: Labels 

• One-Hot Encoding 

All weights in units are trained/set (under cost minimization) 

We need a lot of training data for generality  

(otherwise, we will suffer from overfitting problem). 
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Deep Learning Model Setup 

• MLP, CNN, RNN, GAN, or Customized 

• # Hidden Layers, # Units, Input/Output, … 

• Cost Function / Optimizer Selection 

Training (with Large-Scale Dataset) 

• Input: Data, Output: Labels 

• Learning  Weights Updates for Cost 

Function Minimization 

 

Inference / Testing (Real-Word Execution) 

• Input: Real-World Input Data 

• Output: Interference Results based on 

Updated Weights in Deep Neural Networks 

Trained Model 

Intelligent  

Surveillance  

Platforms 

INPUT: Real-Time Arrivals 

 

OUTPUT: Inference 

• Computation Results 

based on (i) INPUT and 

(ii) trained weights in 

units (trained model). 
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Deep Learning Model Setup 

• MLP, CNN, RNN, GAN, or Customized 

• # Hidden Layers, # Units, Input/Output, … 

• Cost Function / Optimizer Selection 

Training (with Large-Scale Dataset) 

• Input: Data, Output: Labels 

• Learning  Weights Updates for Cost 

Function Minimization 

 

Inference / Testing (Real-Word Execution) 

• Input: Real-World Input Data 

• Output: Interference Results based on 

Updated Weights in Deep Neural Networks 

What if we do not have 

enough data for training (not 

enough to derive 

Gaussian/normal distribution)? 

Situation becomes 

worse when the 

model (with 

insufficient training 

data) accurately fits 

on training data. 

To Combat the Overfitting 

• More training data 

• Autoencoding (or variational auto-encoder (VAE)) 

• Droupout 

• Regularization 
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Our labeled datasets were too small. Our computers were millions of times too slow. 

We initialized the weights in a stupid way. We used the wrong type of non-linearity  
(activation function). 

Big-Data GPU 

Using ReLU for solving 
Gradient Vanishing Problem 

Normalized Initiation 

Initiation by 
Pre-trained Model 
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Representative Models 
and Applications 

Conclusions and Future Work 

Distributed Computing Research 

Deep Learning Basics 
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Representative Models: CNN and RNN 

• Two Major Deep Learning Models  CNN vs. RNN 
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Convolutional Neural Network (CNN) Recurrent Neural Network (RNN) 

• In conventional neural network architectures, the 

input should be one-dimensional vector.  

• In many applications, the input should be multi-

dimensional (e.g., 2D for images). Thus, we need 

architectures in order to recognize the features in 

high-dimensional data. 

• Mainly used for visual information learning 

• In conventional neural network architectures, there is 

no way to introduce the concept of time. 

• The time index can be represented as the chain of 

neural network models. 

• The representative models are LSTM and GRU. 

• Mainly used for time-series information learning 
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Representative Models: GAN 

• An Emerging Direction, Generative Adversarial Network (GAN) 
• Training both of generator and discriminator; and then generates samples 

which are similar to the original samples. 
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Performance 

Improvements 

via Competition 

Generators Discriminator 
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• Deep Q-Network (DQN) 
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Cost(𝑊)= 𝑊𝑠 − 𝑦 2 

𝑦 = 𝑟 + 𝛾max𝑄 𝑠′  

𝑄∗ 
𝑠 𝑊𝑠 

Q-predict: 𝑄  

Weights, 𝜃  𝑊𝑠 = 𝑄 𝑠, 𝑎𝜃 ≈ 𝑄∗(𝑠, 𝑎) 

Approximating 𝑄∗ using 𝜃 
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• Imitation Learning 
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Pro-Gamer Trained Agent  

The goal of Imitation Learning is to train a policy to mimic 
the expert’s demonstrations 
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Visual Learning  

• Object Recognition 

• Style Transfer 

• Deblurring and Denoising 

• Super-Resolution 

• … 
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Speech/Language Learning  

• Speech Recognition 

• Machine Translation 

• Information Retrieval 

• … 
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Representative Models and Applications 

Concluding Remarks 

Distributed Computing 
Research 

Deep Learning Basics 
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GPU 

Supercomputer 

Geo-Distributed Computing 
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References) 
• https://kr.nvidia.com/object/what-is-gpu-computing-kr.html 
• https://www.youtube.com/watch?time_continue=51&v=-P28LKWTzrI 
 

GPU 

Supercomputer 

Geo-Distributed  

Computing 
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Reference) 
• http://cacs.usc.edu/education/cs653-lecture.html 
 

Supercomputer 

GPU 

Geo-Distributed  

Computing 
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Reference) How to take a picture of a black hole, Katie Bouman (MIT) 
• https://www.youtube.com/watch?v=BIvezCVcsYs&feature=youtu.be 

 

 

Geo-Distributed  

Computing 

GPU 

Supercomputer 
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Deep Learning Basics 

Representative Models and Applications 

Distributed Computing Research 

Concluding Remarks 
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Concluding Remarks and Q&A 

• Deep Learning Revolution is Real. 

• Models: CNN, RNN, GAN, DRL, IL, … 

• Distributed Computing: GPU, Supercomputing, and Geo-Distributed 
 

 

• More questions? 
• joongheon@gmail.com  

• joongheon@cau.ac.kr 

• More details? 
• https://sites.google.com/site/joongheonkim/ 

• http://prof.cau.ac.kr/~joongheon 
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