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Edge Computing Definitions

« Edge computing
- To be a form of distributed computing at the edge of the
network

- Edge nodes implementing a reduced form of cloud computing
in locations near the edge of the network

« FOg computing

- To be a system-level horizontal architecture that distributes
resources and services of computing, storage, control and
networking anywhere along the continuum from Cloud to
Things

« (http://www openfogconsortium.org/resources/#definition-of-fog-
computing)



http://www.openfogconsortium.org/resources/
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- Low Latency : satisfy requirements from mission-critical apps
- Data Locality : prevent unnecessary exposure of privacy data
 Save Bandwidth : save required BW at Edge instead of Cloud

Requirements Cloud Edge
Geo-distribution Centralized Distributed
Distance client and server Multiple hops One hop
Latency High Low
Delay Jitter High Very low
Location awareness No Yes
Support mobility Limited Supported
Location of service Within the Internet At the edge

Ref : http://blogs.cisco.com/perspectives/iot-from-cloud-to-fog-computing
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- (ISO/IEC JTC 1 SC38) Form of distributed computing

« In which data processing and data storage takes place on nodes which
are near to the edge. The "edge" is marked by the boundary between
pertinent digital and physical entities, i.e. between the digital system and
the real world, delineated by networked sensors and actuators.

- (ISO/IEC JTC 1 SC41) loT Edge Computing
« loT systems generally use distributed computing resources

- To be characterized by networked systems in which significant data
processing ("compute") and information storage ("storage") takes place
on devices and nodes near the edge of the network, rather than in some

centralized location




Architectural Foundations of Edge Computing

- Organization of nodes in edge computing

Device Tier

Lightweight nodes — includes sensors, Q Q
actuators, user interface devices

)

Edge Tier - intermediate nodes such as = =

loT gateways, control nodes, and other nodes ;i\;l ;] ‘;]
requiring low latency / high bandwidth to device tier

Networks connecting all nodes

Central Tier - nodes centrally located,
often in a data center, with wide span of connectivity

<



The Relationship of Edge Computing to Cloud
Computing

« Edge computing can exist on its own, without any relationship
to cloud computing.

« However, for many systems cloud computing is used in one or
more of the tiers

Device Tier

o,

Edge Tier

Edge 5
Public Cloud  |msigm]

Public
Cloud




Relationship of Edge Computing Tiers to Cloud
Computing

» To show the relationship of edge computing to cloud computing
as described in the ISO/IEC 17789 Cloud Computing Reference
Architecture

- Many edge computing systems are effectively implemented by CSCs
rather than CSPs

- The elements in the user layer are implemented and under the control
of the CSC - not the CSP

Edge Tier




CSP Function to Support Edge Computing

- Some CSPs offer cloud services that have capabilities that are
designed to support edge computing

« Many of these cloud services are particularly designed to
support loT systems and include capabilities such as:

- Device registration

- Device management and operation

- Device communication (e.g. support of lightweight protocols)
- Device data storage



The Relationship of Edge Computing to loT

- Edge computing is central to loT systems

- Many loT systems do include an edge tier, containing loT
gateways and control nodes

« The loT, edge computing, and cloud computing concepts are
independent. While often deployed together

loT Device

loT device

sssssss

Edge Services ‘—23




Networking and Edge Computing

- Types of communications network, which are broadly
applicable to edge computing
- Proximity network

« Proximity networks are local and limited in range
« Proximity networks often use specialized protocols

- Access network

- Services network

- Services networks typically connect applications and services running in
the central tier

« Services networks typically exist within a cloud data centres
- User network



Deployment Models

* Private deployment

- This is either owned and managed by a single organization, or where
a provider makes the resources available exclusively to a single
organization (i.e. no sharing of resources)

« Public deployment

- This is owned and managed by a provider who makes the resources
available to a wide range of customers (i.e. resources are shared)

« Community deployment

- This is owned and managed on behalf of a group of organizations
who have a relationship with one another and a shared set of
requirements (i.e. the resources are shared amongst the community

« Hybrid deployment
- where a given tier has a combination of the other deployment models



Capabilities Types

 As for cloud computing, the capabillities provided by any node
in any of the tiers can be one of the three:

- Infrastructure

« where the user of the node can provision and use processing, storage or
networking resources

- Platform

- where the user can deploy, manage and run user-created or user-
acquired applications using one or more execution environments
supported by the node

- Application

« where the user can make use of one or more complete applications
provided by the node



Service Categories

« Analytics

- Image processing
 Entity tracking

« Control processing
- Content distribution
« IPTV

- Platform services such as running containers, object stores,
databases



Data Flow

« Data flow can take place between two or more nodes within
one edge computing tier

Device Tier

Q
Edge Tier I I
- -

Central Tier




Capability of Edge Computing

- Relationship of capability planes to edge computing tiers

Device Tier Edge Tier Central Tier

Data Plane

Raw device data Collated/aggregated data

Command data Analytic output data

Control Plane

Control requests and alerts

(=2
[ Collted/aggregated dato_ 4
L Analytic output data |

1IN
[ Controlreguests and alerts _ 3
X" Parameters and data updates

il

Parameter setting Parameters and data updates

Management Plane Device registration

Code, policies, certificates, configuration...

Node registration

Code, policies, certificates... Code, policies, certificates...

Actions — incident handling Actions - incident handling




Cloud-based Management and Control

« Cloud-based management and control of edge tier nodes and
device tier devices

« Control of services from a device

EXAMPLE

A television is connected to a set-top-box which provides access to a cloud-based IPTV
service. The viewer is able to request channels, pause the video stream, and control other
aspects of the service. The set-top-box connects to an edge tier concentrator node which is
physically located in a local telephone exchange. Many commands (such as for popular local
channels or stored content) from the IPTV subscriber can be handled directly by the
concentrator node. Others (such as requests for more obscure channels) can result in the
concentrator node requesting additional service functions from the central tier cloud service.



- Management of devices and edge nodes from a cloud service

EXAMPLE 1

This approach is already common with mobile phones today, especially in BYOD scenarios
where the employer wants to ensure their employees do not put corporate information or
systems at risk. A mobile device management (MDM) system works when the employee device
is registered with the MDM cloud service, and the control of the device by the end user (control
plane actions) becomes subject to the policies set by the MDM. This can include forcing the
installation of phone and app security certificates and patches, virus scanning, delivering and
configuring essential corporate apps to the device, enforcing appropriate communications
security and, if necessary, removing any corporate information from the device in the event that
it is lost or stolen.



ISO/IEC JTC 1 SC38 AlZ| 7|

« The edge tier typically sits close to the device tier
- It role is to provide direct support to the nodes in the device tier
- One type of node in the edge tier is the gateway

- The role of the gateway is to connect nodes in the device tier to
the wider network

- The gateway also typically provides a means for managing the
nodes in the device tier.
- Another type of node in the edge tier is the control node.

« The control node receives data from nodes in the device tier and
responds by issuing instructions to other nodes in the device tier.




OpenFog Consortium

« Edge-Fog-Cloud Network Model

Sensors, actuators, mobile devices, Sensors, actuators, mobile devices,
phones, tablets, cars, CDN, etc phones, tablets, cars, CDN, etc

@ @



Edge-Fog-Cloud Network Model (2/2)

Cloud Cloud

Fog

SN Py

Sensors, actuators, mobile devices, Sensors, actuators, mobile devices,
phones, tablets, cars, CDN, etc phones, tablets, cars, CDN, etc

© @

$
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Intelligence from Data in Edge-Fog-Cloud
Network

Cloud

Intelligence
creation

Raw data & data
processing

Network Edge

wh A S B8



Management Layer in Edge-Fog Node

Discover, register, and provision new devices

System Firmware and Software Update

Manage Data Flows

Start/Stop Services

Define and manage events, alarms, and notifications

Etc.

Sensors, actuators, mobile devices,
phones, tablets, cars, CDN, etc



Open Topics (1/2)

« Convergence across multiple use
cases and verticals

- Interworking between edge-fog and
cloud

 Design techniques for cloud-native
applications (e.q. , for loT) to be
deployable in a distributed cloud
environment (e.g., IoT device)

- Extension of IP routers to become

edge/fog nodes (e.g. Cisco IOX)

Cross-Edge




Open Topics (2/2)

« How to realize a scalable and resilient EC network?

« How to achieve connections with requirement of bounded
latency through EC?

« How to orchestrate the resources at the edge, e.g. computing,
storage, communication?

- How to achieve the interoperability between edge computing
nodes of different vertical industries?

« How to build edge computing platforms?

- How to guarantee the data privacy and security of the vertical
operation?

- How to define the frontier between the edge and the cloud ?
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Edge Platform Trends

e

Bl

-] = EX Hif == g Al X| &l Platform
2o coi A ML Gl 5t 5 H
MS, Azure IoT _ SelP=0A ML 23 -r;_'- LE _ _ Linux, Mac,
Edae Computing | 4l 2, 2EE HO|H e/ EHE Microservice Windows
J 23}2C 7|8t Edge 7|7| 22|
AWS, Computing ;WSO7|§(Lambda, Shailor)% EdgeOf| A 2134 Proprietary Linux. RPi
Greengrass SCLE0AM ML D& SHE5 2 HY (MQTT E41)
2ol c oA ML Gl 5t 5 H , .
Google IoT Edge, . SEtPS0A ML 23 —tf' * = Android
Apple £ Computing Sie{d 7|HF Al MH| A X| g, SDK {05 MacOS. tvOS
ppie s H/W( NPU, GPU, £ Al Processor S ) &2 ‘ ‘
ARM, MBed Edge Collecting Edge2t HZAEl 7| 7|2 Protocol Translation Microservice Linux, RPi




Edge Platforms

« Edge computing platform
- Authentication and authorization
- Offloading management
- Location services
- System monitoring
- Resource management
- Scheduling (VM, container)

- The key limitation to using edge devices effectively is the lack
of a platform ecosystem that allows generic and distributed
applications to be designed, deployed and executed on them

30



What technologies are needed at the Edge

« Containerization
 Orchestration

- Al & Machine Learning

« 5G

« Functional safety
 Time-sensitive Networking
- Secure device onboard

“*Open Source Summit 2017, by Intel

31



Summary

—mm Foglamp | _Flogo | Kura | Macchina | _Kaa

Virtualization Docker Docker Java/0SGi Linux Sandbox, VM
Container Openstack Container
Communities Dell, Open Edge Eclipse Eclipe
Computing
Service area IoT, IIoT Mobile IoT, IIoT IoT IoT IoT, IIoT IoT
comm., IoT,
Applications Java, Python, Python, REST, Java Java C++, Java, Java, C,
Golang, python, g++ Clang++, C++,
C/C++ Python Objective-C
Orchestrations SL, security, Using scalability, Edge, App Hardware, Hardware, Clustering,
management, Openstack elasticity and integration S/W S/W control,
etc. resilience platform platform
integration integration
Products Dell, Chip
License Apache2 Apache2 Apache2 BSD 3- Eclipse Apache2 Apache2
Clause Public
License License

32



Open Source Edge/Fog Platform for loT

- LF Edge
- https://www Ifedge.org/ CDBEXCFIUNDRY
- EdgeX (https://www .edgexfoundry.org/)
) FogLamp FOGLAMP
- http://dianomic.com/platform/foglamp/
- Flogo A
- https://www flogo.io/ FLOG O
« Kura
- https://www . eclipse.org/kura/ % HUfQ
- Macchina _—
- https://macchina.io/ iracchinas
« Kaa 5
- https://www kaaproject.org/ T kAa

Azure loT Edge Microsoft
- https://azure microsoft.com/en-us/services/iot-edge/ Azure



http://dianomic.com/platform/foglamp/
https://www.flogo.io/
https://www.eclipse.org/kura/
https://macchina.io/
https://www.kaaproject.org/
https://azure.microsoft.com/en-us/services/iot-edge/

LF EDGE

- Aims to establish an open, interoperable framework for edge
computing independent of hardware, silicon, cloud, or
operating system




LF EDGE Project

« Akraino Edge Stack

- SCRE HAEO[M SUR| ME[A
« EdgeX Foundry
-« Home Edge

- Service layer for home service

 Project EVE

- Edge Virtualization Engine

- AFB A GIR| SIEOE 7Hd=t ot Vs AI#
« Open Glossary of Edge Computing
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Optimal Zone for Edge Placement

Millions Thousands Tens

Customer Customer Premises (ACEESS Telco Network Edge Backbone Backbone
Devices Methods

Mobile

Tower

Cities

Stadiums

Dewce Last Mile Network*

’,
-
-

Central
Offices

Centralized
Clouds

AR/NVR
End
User

=

Drones

~
=

Small
Enterprises

I
Enerprises Publlc
buildings

Other Telco
Real Estates
(Wire Centers,

Public
etc.)

Clouds

Autonomous
Vehicles

Edge Computing Backbone on-Accelerated Processing
~2ms <5 ms 1-3ms ~5-20 ms ~2-100 ~5-50 ms
Edge Placement

Not Optimal

Telco Operated

* Estimates



EdgeX

EDOGEXFOUNDRY

EdgeX Foundry™ is a vendor-neutral open source project hosted by The Linux
Foundation building a common open framework for loT edge computing.

At the heart of the project is an interoperability framework hosted within a full hardware-
and OS-agnostic reference software platform to enable an ecosystem of plug-and-

play components that unifies the marketplace and accelerates the deployment

of loT solutions.

Architected to be agnostic to silicon (e.g., x86, ARM), OS (e.g., Linux, Windows, Mac OS),
and application environment (e.g., Java, JavaScript, Python, Go Lang, C/C++) to support
customer preferences for differentiation



Challenges

Hundreds of protocols Broad protocol
standardization
Mix of IP and non-IP connectivity
: Entirely IP-based
Widely distributed computing nodes, » connectivity
often in unsecure areas :
Wide use of APIs

Need for real-time response,
regardless of backend connectivity Computing generally in
physically secure
OS fragmentation locations




Support

« EdgeX Foundry
- For user, developer
- SDK for device services

Any Combination Interoperable Edge
of Standards Applications
Security

-

O""' g “OPC UA Database/ . ' m Failover/ Load

YMaTE ! COAP @ Aloyn Historian - Balancing

" 20 O fun \
LoRa o{ULE ™ weetnar Device m—T “ Data
- i H D Orchestrati
ix o <aany e W Serwces ]| » rchestration
Ethertetip  BEEEE  cpocaA?™ @ 30-Uink /
ISP  Project DHaystak  W3T "
7 §LD_< Analytics
DDS
== Fom oo : i
System
Management

39

Choice of Backend
Applications
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EdgeX Architecture

« Common open framework for lloT Edge Platform
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“NORTHBOUND” INFRASTRUCTURE AND APPLICATIONS

LOOSELY-COUPLED MICROSERVICES FRAMEWORK CHOICE OF
PROTOCOL
EXPORT SERVICES .
1

>

CLIENT REGISTRATION DISTRIBUTION ADDITIONAL SERVICES ne
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EdgeX MH|A 1/

~
Registry and configuration service
Shared file space among services
Docker Network
All microservices are
connected to a virtual network
Default persistence storage "'
..
Clie . "
fmm Sorvicels) Number of device services will vary per use case




Export Distribution

Export Client
Registration

For each event as it arrives...

For Each Client in the registration
database, create a new Export
Message and add the Event and
client registration details to the
message

Export Distro Export Distro Export Message .@
Message Topic @ Client Message client ExportRegistratio
Listener Copier

MQTT broker &€&t

E
40
>

Event
\
(T D EIE Message Topic |




Rules Engine

- “Intelligence” MB|AS 2l W2 SE AL Al

- Cloudet g3 §l0| 5442l O|HIE %2

- Open source rules engine provided by the JBoss community

Rules Engine

| add rule ,

: (provide :
—Rule details)——»

: REST POST !

| I \

| I

| I

|

| I

| I

| I

|  —
| —re
Iﬁ o Any exception o |

[503 service not available] 1|
I
|
|



Summary of Example Use Cases

o —
9 A
Cloud/ @ Seconds to days 4
Data Center g :
2 :
3 :
o :
Edge Servers/
“Fog Nodes” :
Memory:16GB+ I :
s Milliseconds to v
o seconds
o]
Edge Gateways © \Y/
Memory: 2GB+ x
4 4
N

PLCs, PACs,
Microcontrollers
Memory: <10MB

Field Devices OT @ @

General-Purpose

edgexfoundry.org | W @edgexfoundry Edge Gateway

<10ms,
deterministic

P

Hard-Real Time

Open Source Baseline

5 e 3 e X

@~
'S
E P

On-prem with EdgeX-
enabled PLCs

v
& &
High-Bandwidth

Streaming Analytics



Real Time Enabled Via Code Extensions

Through Community Extensions Open Source Baseline

Real Time Soft Real Time (“Relevant Time”)

v
A
4

A

Response Time High bandwidth, QoS, sub- Milliseconds+
millisecond, deterministic

oS RTOS Traditional Linux or Windows

Example Use Cases Smart Building, Energy Management, Factory Optimization, Predictive Maintenance, Quality
Control, Supply Chain Management, Remote Asset Management, Fleet Management,
Logistics, Environmental Monitoring

High-speed Process Control,

Robotics, Safety Systems,
Autonomous Vehicles

edgexfoundry.org | L 4 @edgexfoundry



EDGEXFOUNDRY
Simple Linking Device

* A minimal deployment of EdgeX can function as a linking device which simply converts one
protocol into another

« Typical protocol combinations vary by vertical and installation, some typical examples:
« Energy: DNP3 to MQTT, Modbus to REST
*  Manufacturing: Profibus to OPC-UA

«  Buildings: BACnet MSTP (serial) to BACnet IP, MQTT, etc. Deployed Microservices:
Single Device Service
Core Services

Single Export Service
Basic security and manageability

Protocol B (/\?)

Protocol A
—]
“Southbound” “Northbound” | —
(format required for field device) (any format desired for backend application) —

edgexfoundry.org | L 4 @edgexfoundry



. . EDGEXFOUNDRY
Embedded Device Services

 Planned work will enable C-based Device Services to be embedded in constrained microcontrollers
running a RTOS for real-time use cases (e.g. within a smart sensor or PLC)

» Due to loosely-coupled architecture, baseline EdgeX-compliant Device Services can be deployed directly
on smart sensors or systems capable of hosting a microservice (via container or VM)

« |P-capable sensors with an EdgeX Device Service / APls can communicate directly with Core Services
running on any other compute node such as a gateway, server or directly to the cloud

V _ —
Embedded : @ X Edge Gateway
Control Systems
(e.g. PLCs)
K A.ny i y Edge/Fog Server
Smart Sensors ?\v/ — bcﬁsﬁg'gitf:e — 7N\ o9
= case
V -
EdgeX hosted within PCF,
Smart Systems y Azure, AWS, etc. or
] - 7NN proprietary stack leveraging
EdgeX APIs

edgexfoundry.org | ' @edgexfoundry



EDGEXFOUNDRY

Tiered Deployment in Smart Buildings

Number of deployed microservices and functionality increases higher in tier

Field Devices Simple Edge GWs Intelligent Edge GWs Edge Servers
Room Level Floor Level Building Level
* Ingestion for local * Integration of temp and » Aggregated data for

temperature and
occupancy data

» Simple rules engine to
control temperature and
lighting settings

REST

BACnet @)
@]
m

0 MQTT
i 3
Zigbee <
O
m
w

ge
Modbus

Gateways

edgexfoundry.org | , @edgexfoundry

occupancy plus add’l events from
surveillance cameras and overall
energy usage data

Basic ML/CEP for reacting to
local events (e.g. alert security
when intruder detected)

-

MQTT

0,

S3IDINYGTS FHO0D
000
2

e}

Intelligent
Edge Gateways

analytics of overall building
performance

Streaming data from all
floors, more complex
analytics

i

-—

=0

s

Fog Server

=

(v)
S30INY3S 340D

Cloud

Portfolio Level

* Deep learning in the
cloud to optimize
energy usage across
entire real estate
portfolio

MQTT {f\?)_m
]
]
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EDGEXFOUNDRY

Dlstrlbuted (e.g. ‘Fog’) Computing

Introducing specific microservices to address QoS, failover between nodes, redundancy and “east-west”
communication

+  Workloads deployed dynamically at different tiers to optimize performance and results.

* In a manufacturing example, data can be coordinated for manufacturing process, building performance energy usage
and logistics across various buildings, plants and trucks.

EDGE FOG/CORE CLOUD

Example Microservices

Database

I >

o
(=}
=
=
%
<
o
©w

Energy data

Linking Devices
Fog Servers

Simple Rules
Engine (erm

Edge Analytics
T

i

o
o
=
-
7
=
<
o
m
v

S3D1AY3S 30D

Data
Orchestration

teIES

Edge Gateways Intelligent
Edge Gateways

Q.. Qs

Security

System
Management

&

<=m
oo 2

il

o
o
=
4
»
-
=
=
=
=
a

Manufacturing data

Device Service

1]
1
i >

@2 it[lw X

Logistics data

edgexfoundry.org | ’ @edgexfoundry



Home Edge Project

« Home Edge Project will provide users with

- Interoperable, Flexible and Scalable edge computing services platform
with a set of APIs that can also run with libraries and runtimes

Edge Setup

Data Service

Device Control
Service

Other Edge
Services...

Speech
Recognition

Vision Service Other Al Service

I‘ I
.................................... e - I . . 1
Edge Orchestration Data Storage Home Device Control : Machine Learning :
I

. i 1
Edge Discovery I/O Agent Sl Device I NN Model Interface i
Interface Discovery | H
1
Device Controller I I

I "

> Service Offload Command Setup T : Model/Data Partition Converter :
= 1
3 ! I
3 Controller Adapter H Distributed Job Scheduler I
1
Service Management Metadata N : :

Ir 1
Conditioner I Job Executer :

“oc I
S-c 1 1
Monitoring Core Data I_|:‘———-— I i
: Deep Neural Network Framework ( eg. Tensorflow Lite ) )
L B Il :

Container Runtime / Deep Neural Net Runtime
..................... T —_— o
Legend | Edge Senvice i1.....Control A Engine




Home Edge Project Scope

« Define use cases, architecture and technical requirements

« Develop and maintain the features and APIs targeting Smart
Home use cases and requirements in a manner of open source
collaboration

« Upstream the core features back to the existing/upcoming
projects under LF Edge

« Connect with Vertical Solutions WG on Smart Home in EdgeX,
and Blueprint on Smart Home & Akraino through testbed

validation



Technical Requirements

« Dynamic device and service discovery at "Home Edge”

« Quality of Service guarantee in various dynamic conditions
(e.g. devices On/Off)

- Distributed machine learning
« Multi-vendor interoperability
« User privacy and secure services




Project EVE 28

lloT Today lloT with LF Edge

Vertical data silos & platform lock-in Open loT data architecture, no lock-in

Data/edge sovereignty & control issues Data & edge belong to the enterprise

Hardware-defined & unmanaged edge Software-defined & ubiquitous edge
aws, B Microsoft Other douds eg Bii- aWS B® Microsoft Other clouds eg uﬁ-

Central
Visibility

&
‘......,...... @ Control
]
LF Edge (EdgeX, EVE,
0 (em (e R




CPES

Optional
driver
domain

The Enterprise Cyber-Physical Edge Stack

Improve

Customer Business Outcomes Reduce outages . e
predictability

#\ Azure |oT Edge

Cloud/DC
amazon Greengrass EDGEXFOUND

Increase efficiencies

DIANOMIC

RY

(@ os

TJLINUX

FOUNDATION

Data Services Layer: Abstract & Distribute loT Data

cde software EVE: Edge Virtualization Engine

Infra Services Layer: Virtualize & Abstract Edge

Open source edge runtime

for ubiquity —
Edge Hardware Hewlett Packard
Monetize visibility, control, Enterprise

security, apps, and plugins
(EV-Central & EV-Catalog) Machines & Assets

CITHELINUX FOUNDATION

Edge Container Layer

Edge Virtualization Engine
Agnostic interface supported by AP libraries, open to all hardware/network/apps

EVErouter EVEagent image EVEmanager Verifier identity
ACLs config, downloader orchestrator sha manager

secure status, sigs keygen
overlay events

D

~
HUAWEI

Sensors, Equipment, PLCs...

domain
manager




Proposed EVE Architecture

Project EVE Architecture

EVE-EVC API - config, status, metrics, logs

Edge Virtualization Engine

Instance C

Instance D

FOUNAatiorn

TEE/TPM Hardware Layer Eth, RS 485, BTLE etc




Open Edge Computing (Cloudlet)

- Small data center at the edge of the Internet (many sizes &
forms)

- One wireless hop (+fiber or LAN) to mobile devices (Wi-Fi or 4G
LTE or 5G)

- Multi-tenant, as in cloud
- Good isolation and safety (VM-based guests)
- Lighter-weight containers (e.g. Docker within VMs) also possible

- Non-constraints (relative to mobile devices)
- Energy
- Weight/size/heat

http://openedgecomputing.org
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Cloudlet

Edge Computing - Benefits Q
A new network feature that offers v Ultra-low latency: disruptive improvement of
connected compute and storage customer experience
resources (a.k.a. Cloudlets) right next v Reduction of data traffic: cloud services (e.g.,
to you — wherever you are! big data analytics) right at the edge

AR* / VR*

application Edge Server (“Cloudlet”)

= connected compute and storage node
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* AR=Augmented Reality, VR=Virtual Reality



LIVING EDGE LAB

BUILDING AN OPEN AND FLEXIBLE LAB FOR EDGE

COMPUTING

Mission Statement

“We are building a
real-world testbed for Edge Computing
with leading edge applications
and user acceptance testing.”

Key Elements
= Partnership: developers for apps, services and devices join forces with
telco, infrastructure and research

various testbeds and latest technology available _@

for a variety of use-case scenarios

= Test Diversity:

= Open Platform: edge computing based on OpenStack,

Infrastructure, telco and research
team up and build testbeds

Integration and testing of latest
edge computing applications

-

Our Way Forward in 2017

Application partners join the lab
for dedicated test projects

Joint evaluation and promotion
of results among partners
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EDGE COMPUTING OFFERS A WIDE RANGE OF
APPLICATIONS

Almost all industries could
benefit from this, e.g., by
building AUGMENTED or
VIRTUAL REALITY apps,
services and devices that

become much more
feasible with the edge.

EDGE COMPUTING
brings cloud computing
closer to mobile users.
This enables applications
with a demand for both

LOW LATENCY and HIGH
BANDWIDTH.

SHOPPING

Window Shopping App :-CD
Live video analysis and
enriched augmented reality
with [handset] or [glasses].

Video Privacy Filter :—®
Face denaturing is applied to
video streams using face re-
cognition on a Cloudlet. [Video

E_( b > latency-sensitive application

The Living Edge Lab community has implemented a broad spectrum of DEMO USE CASES. Examples

can be found below. MANY MORE SCENARIOS will be supported due to the urban environment of
our testbeds in downtown Pittsburgh:

EDUCATION

HEALTHCARE TRAFFIC

LIVE SPORTS

DRIVING ROBOTICS

SPORTS & CREATIVITY

.
Table Tennis Assistant :-®
Combines smart glasses, object
recognition, motion prediction

Drawing Assistant
Combines object recognition
and corrective real-time
feedback to the user. [Video]

\
and real-time instructions. [Video

PRODUCTIVITY MEDICINE

X

AR Surgery Assistant :—®
Surgery of a broken rib is assisted
by image recognition and
holographic guidance. [Video

Lego® Assembly
Combines object recognition
with giving instructions in real-

time. [Video

Sandwich Assistant
Pre-learned sandwich slice
recognition offers instructions
to users in real-time. [Video]

X
User Experience Demo :-CD
A compute-intensive simulation
of particle movement shows how

IKEA Assembly Assistant a [Cloudlet] performs vs [Cloud].

Holograms assist during furniture
assembly using smart glasses and
object recognition. [Video

http://openedgecomputing.org



FOgLAMP

« OSlsoft Open Edge Module

- An open source platform
for loT and an essential
component in Fog
Computing.

Micro-service architecture

- Provide the FogLAMP

« Distribution
- Scale-out/-up

« Resilience
- Best language/deployment http://dianomic.com/platform/foglamp/

[Federtion | Management] | %%
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Flogo

 Ultralight Edge Micro-services Framework
- Go-based open source ecosystem for building event-driven apps

- Build loT applications that run on edge devices and quickly
integrate them with loT gateways and cloud services like AWS™
loT or Microsoft Azure® loT Hub.

- The lightest way to connect IoT devices. Up to 20 to 50 times
lighter than Node.js and Java® Dropwizard,
- Serverless compute
« Infinitely scale Flogo's ultralight functions
- Edge Machine Learning

« Run Machine learning models including Google TensorFlow as Flogo
activities on tiny edge devices

http://www.flogo.io/
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Kura

« Focus on loT Gateway
 Set of Java and OSGi services

- Including I/O services, Data Services,
Cloud Services, Networking, etc.

- Web Ul for Configuration (Devices,
Network, Protocols, etc.)

« Eclipse Public License 1.0
- Eclipse loT Projects
- loT Gateway --> Eclipse Kura
- Services like Eclipse SmartHome

- Standard implementations like
Mosquitto (MQTT Server)

- Connectivity via Eclipse Paho (MQTT
Client)

- Apache Camel Connector http://www.eclipse.org/kura

- Integration Framework (connectivity,
enterprise integration patterns

Applications

Connectivity and Delivery

Network Management

Administration GUI

g
©
e
c
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Gawway Basic Services

Device Abstraction

0SGI Application Container
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loT Components

¢ Services WebUI
WebEvent, DeviceStatus, Login, Launcher, Bundles, Playground, Settings,

Task Scheduler, ...

Devices and Sensors Protocols
Sensors, Serial Port, GNSS/GPS, Accelerometer, I/0, .. MQTT, Modbus, Bluetooth LE, XBee,

. A toolkit(Software framework) for

embedded IoT edge and fog

computing applications that connect
sensors, devices and cloud services.

- Quickly building device applications
for the Internet of Things running on
Linux-based devices like the Raspberry
Pi, Beaglebone or MangOH. @

JavaScript ice Platform
V8 JavaScript engine ai + bindings/br tem

Remoting
serialization, remote m

HTTPS/REST . .
\ / MQTTS Cloud/On-Premise Services
nﬁn =
W 1l HTTPS/REST Fl : | | | | |
[¢)
Web/Mobile Clients Field buses, industrial and
wireless sensor networks O O

o le moalh T @ OOOOOO

s [ Hr.o‘ B &% Ay g Sensors/Actuators/Devices
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Kaa as loT Edge Analytic platform

- Kaa Platform

- Kaa server is the back-end part of the
platform

- Kaa extensions are independent
software modules that improve the e
platform functionality %%"”“

- Endpoint SDK is a library that provides
client-side APIs

- Gateway support

Your hardware

———————————————————— %c?%km https://www .kaaproject.org/overview/
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Distributed Analytics in Fog Platform

« Implementation of Fog computing platform using TensorFlow
and Kubernetes

Enhance open source projects
Docker -» Dynamic deployment
Kubernetes -) Management
TensorFlow -» Real-time analytics

& +

docker kubernetes Tensor
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